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Abstract— In this research, three image processing 
techniques, namely ridge detection, edge detection using the 
Canny algorithm, and the Sobel algorithm, are applied along 
with five machine learning techniques, including Decision Tree, 
Naïve Bayes, Nearest Neighborhood, Support Vector Machine, 
and Gradient-Boosted Trees. The objective of the research is to 

create a model for classifying rice varieties. The study 
specifically focuses on milled rice grains from five distinct rice 
varieties: Karacadag, Jasmine, Ipsala, Basmati, and Arborio. 

The grain images used in the study were obtained from 
https://www.muratkoklu.com/ datasets/. The research process 
begins with image processing, where a total of 5,000 images 
(1000 images for each variety) of milled rice grains are utilized. 

These images are in JPEG format and have a resolution of 
250x250 pixels. The images undergo ridge detection and edge 

detection using the Canny and Sobel techniques, respectively. 

The processed images are then employed for classification using 
RapidMiner Studio. The results of the study indicate that each 
algorithm exhibits varying levels of efficiency in the 
classification task. Notably, when the edge detection technique 

using the Sobel algorithm is combined with the Gradient-

Boosted Trees algorithm, the highest accuracy of 97.36% is 

achieved. 

Keywords—Image processing, Sobel algorithm, Machine 

learning, Milled rice grain. 

I. INTRODUCTION  

Rice is a crucial food staple worldwide. The country with 
the highest rice exports, ranking first globally, is India. 

Thailand and Vietnam follow in second and third place, 
respectively [1]. However, rice exports consist of multiple 
varieties, and each variety has its own price [2]. Therefore, if 
there is a systematic examination of rice adulteration during 
the export process, it would greatly enhance the efficiency of 
rice export management. In the past, there have been various 
research studies that applied artificial intelligence systems to 
assist in tasks related to rice variety classification. For 
instance, in 2015, Aki Güllü and Uçar utilized image 
processing techniques along with machine learning methods 
to classify rice varieties from photographs of four types of 
rice grains: Baldo, Osmancik, Yasemin, and broken grains [3]. 

Similarly, in the same year, Zareiforoush Minaei Alizadeh 
and Banaka employed computer vision in conjunction with 
metaheuristic methods, namely artificial neural network 

(ANN), support vector machine (SVM), decision trees (DT), 
and Bayesian Network, to analyze rice grains obtained 
through a color-based method. The grains were categorized 
into four types: high-processed sound grains, high-processed 
broken grains, low-processed sound grains, and low-

processed broken grains [4]. In 2019, Cinar and Koklu utilized 
seven machine learning techniques for rice classification. 

These techniques include: 1) Logistic Regression (LR) 2) 

Multilayer Perceptron (MP) 3) Support Vector Machine 
(SVM) 4) Decision Trees 5) Random Forest (RF) 6) Naïve 
Bayes (NB) and 7) k-Nearest Neighbor (kNN). 

They applied these techniques to classify two rice 
varieties, Osmancik and Cameo, from a dataset of 3,810 
photographs. The classification was based on seven 
morphological features of the rice grains, including area, 
perimeter, major axis length, minor axis length, eccentricity, 
convex area, and the ratio of rice grain area to the image 
frame [5]. In the following years, Cinar and Koklu expanded 
their study by considering five additional rice varieties: 

Karacadag, Jasmine, Ipsala, Basmati, and Arborio. They 
collected a dataset of 15,000 images per variety, resulting in 
a total of 75,000 images. The number of features also 
increased to 106, including 12 morphological features, 4 
shape features, and 90 color features. They employed feature 
extraction techniques to enhance the efficiency of rice variety 
classification from images. Furthermore, they compared three 
classification methods: Analysis of Variance (ANOVA), Chi-

square, and Gain Ratio [6]. In the same year, Koklu, Cinar, 
and Taspinar developed a Python program to implement 
Artificial Neural Networks (ANN) and Deep Neural Networks 
(DNN) for rice variety classification. They compared the 
performance of ANN and DNN with Convolutional Neural 
Network (CNN) in terms of feature analysis and classification 
of rice grains from image data. The study revealed that CNN 
outperformed the other methods [7]. In 2022, Cinar and Koklu 
once again employed the seven machine learning techniques, 
including LR, MP, SVM, DT, RF, NB, and kNN. However, 
this time, they conducted their work using MATLAB 
programming language. The classification focused on the 106 
features of rice grains from all five aforementioned rice 
varieties [8]. 
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This research aims to apply the combination of image 
processing and machine learning techniques to classify the 
varieties of rice grains. The data used in this study consists of 
JPEG images of five rice varieties: Karacadag, Jasmine, 
Ipsala, Basmati, and Arborio. It should be noted that the 
aforementioned data is obtained from “muratkoklu,” which is 
a public dataset provided by Dr. Murat KÖKLÜ. The dataset 
can be found at https://www.muratkoklu.com/datasets. The 
image processing operations of milled rice grains will be 
developed using the Python programming language. 

Subsequently, the results of the processed images will be 
utilized for classification purposes. The tool used to apply 
machine learning for classification in this research is the 
RapidMiner Platform. RapidMiner is a robust data science 
and machine learning platform that enables users to extract 
valuable insights from complex data. It offers a 
comprehensive set of tools and functionalities that support 
the complete data analytics lifecycle, encompassing data 
preprocessing, modeling, evaluation, and deployment. 

The performance of all techniques is considered in terms 
of classification accuracy. 

II. IMAGE PROCESSING 

In this research, we focus on 3 image processing 
techniques applying to the milled rice grain images before the 
classification, which are Sobel edge detection, Canny edge 
detection, and Ridge detection [9]. 

A. Sobel Edge Detection 

The Sobel Edge Detection method detects the edge of an 
image using a template. Two 3x3 plates, the first to find the 

horizontal difference ( xG
), and Vertical difference ( yG

) are 

as follows 
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Sobel edge detection involves the following steps: 

1. Convert the image to grayscale. 

2. Convolve the image with Sobel kernels to detect edges 
in horizontal and vertical directions. 

3. Calculate the magnitude and direction of the gradient. 

4. Threshold the gradient magnitude to remove noise. 

5. Locate edges by identifying pixels with high magnitude 
and consistent direction. 

B. Canny Edge Detection 

John F. Canny introduced the Canny edge detection 

operator in 1986 as a means to identify various edges within 

images. This technique employs a multi-stage algorithm to 

achieve its objective. The sequential steps of the Canny edge 

detection algorithm are as follows: 

1. Removing the noise by applying a Gaussian filter, which 
Gaussian filter formula can write as below: 
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where x  is the variable on the x-axis, y  is the variable 

on the y-axis, and   is the deviation. 

2. Find the gradient of the image. 

3. Find the gradient magnitude and the direction of the edge 
same as Sobel edge detection. 

4. Remove pixels that are not considered part of the edge. 

5. Track the edge by hysteresis that rejects the edge pixel 
which is weak and not connected to the strong edge pixel. 

C. Ridge Detection 

Ridges typically represent prominent linear or curved 
features, such as edges, lines, or curves, the ridge detection 
algorithm analyzes the local intensity variations and gradients 
in an image to locate regions that exhibit high responses along 
the desired ridges. It involves enhancing the ridges and 

suppressing the background or noise. Various mathematical 

and computational methods, such as filters, convolution, and 
thresholding, are used to detect and highlight these ridges. 

The following steps outline the process of ridge detection: 

1. Preprocessing: Initially, the image undergoes 

preprocessing to eliminate noise and smoothen the edges. 

Various techniques, such as Gaussian blurring or median 
filtering, can be applied for this purpose. 

2. Scale-space representation: The image is represented in 

scale space, which involves generating a series of images 
by progressively blurring the original image using 
different kernels. This technique enables the detection of 

ridges at different scales. 

3. Local maxima detection: Next, the local maxima in the 

scale-space representation are identified. These points 

serve as potential candidates for ridges. 

4. Ridge thinning: The candidate ridges are then thinned to 

eliminate any spurious ridges. Several techniques can be 

employed for this step, including morphological 
operations or curvature analysis. 

5. Ridge tracking: The remaining ridges are tracked to form 

connected curves. Various techniques, such as dynamic 

programming or graph search, can be utilized to achieve 
this goal. 

III. MACHINE LEARNING TECHNIQUES 

There are 5 machine learning techniques using in this 
research. There are presented as follows: 
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A. Decision Tree 

The decision tree algorithm is a supervised learning 
technique suitable for classification and regression tasks. It 

offers simplicity in understanding, interpretation, and 
implementation, making it highly recommended for 
beginners in the field of machine learning. A decision tree 

classifies a data sample by traversing a tree-like structure, 

starting from the 'root node' and progressing through various 
'decision nodes' until reaching a 'terminal node'. At each 

decision node, the path to follow is determined based on the 
values of one or more features of the sample. The class of the 

sample is determined by the terminal node it reaches. 

Decision trees are versatile tools capable of solving a wide 
range of problems. However, it is crucial to be aware of their 

sensitivity to overfitting. Overfitting transpires when the 

model becomes excessively tailored to the training data, 
thereby struggling to generalize well to new, unseen data [10]. 

B. Support Vector Machine 

Support vector machines (SVMs) are a machine learning 
algorithm utilized for tasks involving classification and 
regression. They function by identifying a hyperplane that 
separates the data into distinct classes. The selection of the 
hyperplane is based on maximizing the distance between the 
hyperplane and the data points on either side, known as the 
margin. The primary objective of SVMs is to discover a 
hyperplane with the most substantial margin possible. This is 
crucial as a hyperplane with a generous margin exhibits 
enhanced resilience against noise and outliers within the data. 

In simpler terms, a hyperplane with a large margin is less 
prone to misclassifying new data points that were not part of 
the training set [10]. Recent developments have been made in 
the field of support vector machines (SVMs). Here are a few 
notable examples:  
● Twin Support Vector Machine (TWSVM): TWSVM is an 

extension of SVMs that employs two non-parallel 
hyperplanes. These hyperplanes are positioned close to 
one class and farthest possible from the other class, 
enhancing classification accuracy [11]. 

● Kernel SVMs: Kernel SVMs leverage kernel functions to 
map data into higher-dimensional spaces. By doing so, 
SVMs can model complex decision boundaries and 
capture intricate patterns within the data [12]. 

● Ensemble SVMs: Ensemble SVMs combine multiple 
SVM models to enhance overall performance. 

Techniques like bagging, boosting, and stacking are 
utilized to integrate the outputs of individual SVMs and 
improve classification results [13]. 

C. k-NN algorithm 

The k-nearest neighbor algorithm (KNN) is a supervised 
learning technique that is non-parametric in nature and can be 
employed for classification and regression tasks. It operates 
by identifying the k most similar instances to a new instance 

and subsequently predicting the label of the new instance 
based on the labels of its k nearest neighbors. The choice of 
the k value is a hyperparameter that must be determined by 
the user. When the value of k is higher, the average of the 
labels from the k nearest neighbors holds more significance, 
whereas a lower k value emphasizes the individual labels of 
the k nearest neighbors [10]. 

D. Naïve Bayes 

The Naïve Bayes algorithm is a supervised machine 
learning technique that utilizes Bayes' theorem to estimate the 
probability of an event. It is widely used for various tasks such 
as text classification, spam filtering, and medical diagnosis 
due to its simplicity and efficiency. The algorithm operates 
under the assumption of feature independence, meaning the 
presence of one feature in a class is assumed to be 
independent of other features. By multiplying the 
probabilities of each feature belonging to a class, the 
algorithm calculates the probability of a data point belonging 
to that class. These probabilities are combined to determine 
the overall probability of the data point belonging to each 
class, and the class with the highest probability is assigned to 
the data point. Although this assumption may not always hold 
true, it is often a practical and reliable approximation in real-

world applications [14]. 

E. Gradient-Boosted Tree 

The Gradient-Boosted Tree is a machine learning method 
employed for classification and regression tasks. It constructs 
a robust model by amalgamating multiple weak learning 
models, usually decision trees. These trees are interconnected 
in a sequential manner, with each subsequent tree aiming to 
minimize the errors or residuals of the preceding tree. The 
procedure involves initializing the model with a simple 
learner, calculating residuals, training subsequent trees to 
reduce residuals, and updating predictions based on the 
ensemble of trees. This iterative process gradually improves 
the model's predictions by adding new trees that focus on 
reducing remaining errors. Gradient-Boosted trees excel in 
capturing intricate relationships between features and target 
variables, surpassing the accuracy of algorithms like random 
forests. This superior performance is attributed to their ability 
to comprehend complex relationships and learn from the data 
[15]. 

IV. METHODOLOGY 

A. Pre-Processing 

The data set consists of images of rice grains from the 
following varieties: Karacadag, Jasmine, Ipsala, Basmati, and 

Arborio, with a total of 5,000 images per variety, resulting in 
a total of 75,000 images. The images are in JPEG format with 

dimensions of 250 x 250 pixels, as shown in Figure 1. In this 

step, images are randomly selected, with only 1,000 images 
of each rice variety type, resulting in a total of 5,000 images. 

These images are used for image processing and 
classification purposes in the next step of the process. 
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 (a) (b) (c) 

  
 (d) (e) 

Fig. 1. Example of milled rice grains using in this research 
(a) Karacadag (b) Jasmine (c) Ipsala (d) Basmati, and (e) Arborio 

B. Image Processing 

The Python code was developed to process all images by 3 
image processing techniques: Sobel Edge Detection, Canny 

Edge Detection, and Ridge Detection, as shown in Figure 2. 

 

  
(a) (b) 

  
(c)  (d) 

Fig. 2. Example of milled rice grains images applied image processing 
techniques (a) Original image (b) Sobel Edge Detection (c) Canny Edge 
Detection (d) Ridge Detection 

C. Classification 

The software used for this process is RapidMiner version 
9.9. RapidMiner is a data science platform that is used for 

various data mining and machine learning tasks. It provides a 

visual interface to facilitate data preparation, modeling, 
evaluation, and deployment of predictive models. Overall, the 

concept of using RapidMiner for making a model of the 
classification is presented in figure 3. 

 
Fig. 3. Overall concept of making the classification model in this research. 

In this research, the process of classification model 
creation in RapidMiner is done as shown in figure 4.  

 

 
(a) 

 
(b) 

 

Fig. 4. Process of model creation in RapidMiner (a) The MCIO tool 
connects with the Validation tool, which includes the Global Feature 
Extractor from a Single Image and Global Statistic tools within the 
MCIO tool. (b) Example of a Validation tool for measuring performance 
in conjunction with classification techniques. 

In this study, for utilizing the data as either Training Data 
or Test Data, the K-Fold Cross Validation method was 
employed to assist. In this context, the data was divided into 
10 subsets (K=10), wherein one subset serves as the test data 
and the remaining 9 subsets serve as the training data. 
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Subsequently, the process iterates, with the previous test data 
becoming part of the training data, and one of the initial 
training subsets becoming the new test data. This cycle 
continues until all 10 subsets have been utilized as test data. 

V. RESEARCH RESULTS AND DISCUSSION 

A. Results 

TABLE I.  PERFORMANCE TEST RESULTS OF CANNY EDGE DETECTION 
TECHNIQUE 

Machine Learning Techniques Accuracy 

Decision Tree 
Naïve Bayes 
Nearest Neighborhood 
Support Vector Machine 
Gradient-Boosted Trees 

56.68%+/-2.60% 
68.46%+/-2.86% 
55.38%+/-2.20% 
54.60%+/-3.01% 
55.08%+/-2.09% 

TABLE II.  PERFORMANCE TEST RESULTS OF RIDGE DETECTION 
TECHNIQUE 

Machine Learning Techniques Accuracy 

Decision Tree 
Naïve Bayes 
Nearest Neighborhood 
Support Vector Machine 
Gradient-Boosted Trees 

68.70%+/-2.87% 
62.60%+/-2.71% 
50.20%+/-2.26% 
51.66%+/-2.06% 
73.86%+/-2.20% 

TABLE III.  PERFORMANCE TEST RESULTS OF SOBEL EDGE 
DETECTION TECHNIQUE 

Machine Learning Techniques Accuracy 

Decision Tree 
Naïve Bayes 
Nearest Neighborhood 
Support Vector Machine 
Gradient-Boosted Trees 

94.66%+/-1.07% 
97.36%+/-0.83% 
81.02%+/-1.25% 
88.72%+/-1.25% 
62.06%+/-1.15% 

 

B. Discussion 

Overall, Sobel Edge Detection provides significantly better 
performance in all aspects of machine learning techniques, 
while Canny Edge Detection and Ridge Detection show only 
marginal differences in performance. From another 
perspective, Naïve Bayes achieves the highest accuracy 
among all image processing techniques.  Compared to other 
previous research [4-8], it is found that the accuracy may be 
somewhat lower. This demonstrates that, when employing the 
presented technique, utilizing basic image processing prior to 
performing the classification yields notably favorable 
outcomes. However, it is important to note that all techniques 
have the possibility to perform even better when the 
parameters of each technique are optimally adjusted and a 
larger dataset of milled rice grain images is used. That could 
potentially help achieve accuracy similar to that of other 
methods used previously. 

VI. CONCLUSION 

In this research, a total of 5,000 images of milled rice grains 
were obtained from five rice varieties, namely Karacadag, 
Jasmine, Ipsala, Basmati, and Arborio, with each variety 
consisting of 1,000 images. These images underwent image 
processing using three techniques: ridge detection and edge 
detection using the Canny and Sobel techniques. 

Subsequently, they were classified using five machine 
learning methods: Decision Tree, Naïve Bayes, k-Nearest 
Neighborhood, Support Vector Machine, and Gradient-

Boosted Trees. Overall, Sobel edge detection significantly 
provides better classification performance compared to two 
other techniques. The results revealed that the combination of 
Sobel edge detection for image processing and Naïve Bayes 
for classification yielded the highest classification 
performance. It achieved an accuracy of 97.36%. 
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